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#### Abstract

We report a full dimensional, ab initio based potential energy surface for $\mathrm{CH}_{5}^{+}$. The ab initio electronic energies and gradients are obtained in direct-dynamics calculations using second-order Møller-Plesset perturbation theory with the correlation consistent polarized valence triple zeta basis. The potential energy and the dipole moment surfaces are fit using novel procedures that ensure the full permutational symmetry of the system. The fitted potential energy surface is tested by comparing it against additional electronic energy calculations and by comparing normal mode frequencies at the three lowest-lying stationary points obtained from the fit against ab initio ones. Well-converged diffusion Monte Carlo zero-point energies, rotational constants, and projections along the CH and HH bond lengths and the tunneling coordinates are presented and compared with the corresponding harmonic oscillator and standard classical molecular dynamics ones. The delocalization of the wave function is analyzed through comparison of the $\mathrm{CH}_{5}^{+}$distributions with those obtained when all of the hydrogen atoms are replaced by ${ }^{2} \mathrm{H}$ and ${ }^{3} \mathrm{H}$. The classical dipole correlation function is examined as a function of the total energy. This provides a further probe of the delocalization of $\mathrm{CH}_{5}^{+}$. © 2004 American Institute of Physics. [DOI: 10.1063/1.1775767]


## I. INTRODUCTION

The structure and dynamics of $\mathrm{CH}_{5}^{+}$have been problems of long-standing interest due to the extremely small (relative to the harmonic zero-point energy) barriers to internal rearrangement of the hydrogen atoms and its unusual bonding-three-center two-electron and four-center four-electron. Numerous quantum chemical studies ${ }^{1-9}$ have been performed to characterize the relative energetics, and, in some cases, the normal modes, of the low-lying stationary points on the potential energy surface. These studies have focused on the relative energetics of the $C_{\mathrm{s}}(\mathrm{I}), C_{\mathrm{s}}(\mathrm{II})$, and $C_{2 \mathrm{v}}$ stationary points on the potential, as depicted in Fig. 1. The general conclusion is that while the $C_{\mathrm{s}}(\mathrm{I})$ structure is the global minimum, once zero-point energy is taken into account (in the harmonic approximation), there may be no barrier to complete hydrogen scrambling. Indeed, the fluxional nature of $\mathrm{CH}_{5}^{+}$has also been borne out in Car-Parrinello dynamics

[^0]simulations. ${ }^{10-12}$ However, recent quasiclassical simulations of vibrational motions of $\mathrm{CH}_{5}^{+}$have suggested that some motions may be localized. ${ }^{13}$

While there have been numerous theoretical studies of the $\mathrm{CH}_{5}^{+}$ion, spectroscopic signature eluded experimentalists for many years. It is only recently that Oka and co-workers ${ }^{14}$ were able to measure the infrared rovibrational spectrum of $\mathrm{CH}_{5}^{+}$; the spectrum contains 900 lines in the region $2770-3150 \mathrm{~cm}^{-1}$. However, the spectrum remains completely unassigned except for the qualitative assignment of lines in this region to $\mathrm{C}-\mathrm{H}$ stretches; the $\mathrm{CH}_{5}^{+}$ion is produced rotationally hot which adds to the spectral congestion. The eventual goal of the present work is to use classical, semiclassical, and eventually quantum dynamics to help to assign the spectrum of $\mathrm{CH}_{5}^{+}$. Previously, Tse, Klug, and Laasonen ${ }^{3}$ reported the vibrational density of states for $\mathrm{CH}_{5}^{+}$ evaluated from the Fourier transform of the velocity autocorrelation function in a Car-Parrinello molecular dynamics simulation. However, the experimental spectrum had not been reported at that time so no detailed comparison was made. Also, density functional theory, upon which the CarParrinello method is based, does not correctly reproduce the relative energetics of the low-lying isomers of $\mathrm{CH}_{5}^{+},{ }^{7}$ and thus, while Car-Parrinello dynamics may give a good qualitative picture of the dynamics of $\mathrm{CH}_{5}^{+}$vibrational motion, its


FIG. 1. Illustrations of the minimum energy $C_{\mathrm{s}}(\mathrm{I})$ conformer of $\mathrm{CH}_{5}^{+}$, the low-lying $C_{\mathrm{s}}(\mathrm{II})$ transition state, and the low-lying $C_{2 \mathrm{v}}$ transition state.
use for detailed quantitative studies, e.g., a vibrational spectrum, is questionable.

In order to investigate the dynamics (quantum, semiclassical, or classical), of $\mathrm{CH}_{5}^{+}$in detail and over long time scales or large regions of configuration space, a potential energy surface (PES) is needed. In two recent papers, ${ }^{13,15}$ we reported a semiglobal PES for $\mathrm{CH}_{5}^{+}$that was used for lowenergy classical trajectories ${ }^{13}$ and a second PES utilizing additional $a b$ initio data to extend the range of the PES to higher energies. ${ }^{15}$ It was necessary to extend the range of points so that the fit is accurate over the range of the potential that is expected to be sampled by low-lying vibrational states of the ion. In the more recent paper, results of a preliminary analysis of the zero-point structure of $\mathrm{CH}_{5}^{+}$were discussed. Both potential surfaces were based on fitting electronic energies and gradients obtained by classical "direct dynamics." In this paper, we describe the approach we have used to generate the potential surface in detail. We also present more extensive analysis and discussion of diffusion Monte Carlo (DMC) and molecular dynamics calculations done on this newer surface.

In the following section we describe the details of the calculation of electronic energies of $\mathrm{CH}_{5}^{+}$and the fitting of those data. Following that we present several tests of the PES that demonstrate the precision of the fit. The details of the DMC and classical molecular dynamics calculations are then presented. Results and discussion are given in Sec. III and we summarize and state our conclusions in Sec. IV.

## II. METHODS AND CALCULATIONAL DETAILS

## A. Ab initio molecular dynamics

In this section, we review the aspects of $a b$ initio classical molecular dynamics (AIMD) calculations relevant to the present work. The classical Hamiltonian in Cartesian coordinates is given by

$$
\begin{equation*}
H=\sum_{i} \frac{P_{i}^{2}}{2 m_{i}}+V(\mathbf{Q}) \tag{1}
\end{equation*}
$$

where $\mathbf{Q}(t)$ represents all nuclear coordinates of the atoms, $\mathbf{P}(t)$ represents the corresponding momenta, and $V(\mathbf{Q})$ is the potential energy. While a variety of methods exist for integrating Hamilton's equations of motion, the most important piece of information that is required is the gradient of the potential. In AIMD, rather than having a global fit to the potential from which the gradient can be determined, the gradient is computed as needed along the trajectory, i.e., at each time step during the propagation.

For our purpose we choose to run trajectories with fixed total (potential+kinetic) energy. The initial geometry, $\mathbf{Q}(t$ $=0$ ), is taken to be that at the global minimum of the potential, which is of $C_{\mathrm{s}}$ symmetry and is denoted $C_{\mathrm{s}}(\mathrm{I})$. Therefore, the initial potential energy is zero. Initially the atoms are given random velocities, after which the center-of-mass motion is removed, the total angular momentum is set to zero, and the velocities are uniformly rescaled to give the desired initial total energy, which is all in the form of kinetic energy.

Trajectories were numerically integrated using the velocity-Verlet algorithm. ${ }^{16}$ Depending on the initial total energy, time steps of 5,10 , or 40 a.u. (approximately $0.1,0.2$, or 1.0 fs ) were utilized. The total energy was conserved to within $5 \mathrm{~cm}^{-1}$, for all AIMD trajectories. In addition, these time steps also provided excellent conservation of linear and angular momenta, i.e., they remained (nearly) zero.

The potential energies and gradients were determined using second-order Møller-Plesset perturbation theory [(MP2) Ref. 17] with the correlation consistent polarization valence triple zeta (cc-pVTZ) basis set of Dunning, ${ }^{18}$ calculations that shall be denoted cc-pVTZ/MP2. For the hydrogen atoms and carbon atom, the $(5 s, 2 p, 1 d) /[3 s, 2 p, 1 d]$ and $(10 s, 5 p, 2 d, 1 f) /[4 s, 3 p, 2 d, 1 f]$ contractions were used, respectively. Only the valence electrons were included in the correlation part of the calculation. The MP2 method was chosen due to its accuracy, efficiency, and the availability of analytical gradients. ${ }^{19}$ All electronic structure calculations were carried out using the MOLPRO suite of electronic structure codes. ${ }^{20}$ This level of ab initio calculation will allow us to demonstrate the utility of using direct dynamics data (potential energies and gradients) to obtain a potential energy surface and will allow quantitative study of the dynamics and ground state wave function of $\mathrm{CH}_{5}^{+}$.

We also calculated the dipole moment, which one obtains essentially for "free" in standard electronic structure codes, from the AIMD trajectories. Having an analytical form for the dipole surface, as well as the potential surface, enables us to calculate the vibrational spectrum of $\mathrm{CH}_{5}^{+}$. For example, classically, the spectrum can be obtained from the Fourier transform of the dipole correlation function $\langle\boldsymbol{\mu}(t) \cdot \boldsymbol{\mu}(0)\rangle$. Such an analysis was described in Ref. 13. Here we will focus on the classical dipole correlation function. In particular, we discuss how this function provides information about the degree of delocalization of $\mathrm{CH}_{5}^{+}$, even at energies that are well below the quantum zero-point energy.

Both the potential and dipole moment were fit to functional forms, as described next.

## B. Fitting the potential and the dipole moment

The PES $V$ is a function of the nuclear coordinates that is invariant under spatial translations, rotations, and reflections, and under the interchange of any pair of like nuclei. Since there are six $(N=6)$ nuclei, there are $12(3 N-6)$ independent coordinates. However, we choose to use functions of all the 15 interparticle distances, i.e., redundant internal coordinates, to facilitate a fit that is fully symmetric with respect to permutation of any H atoms. The PES is of the form

$$
\begin{equation*}
V=p(x)+\sum_{i<j} q_{i, j}(x) y_{i, j}, \tag{2}
\end{equation*}
$$

where $x$ is a 15 -dimensional vector with components $x_{i, j}$ $=\ln \left(r_{i, j}\right), r_{i, j}$ is the distance between nuclei $i$ and $j$, and $y_{i, j}$ is given by

$$
\begin{equation*}
y_{i, j}=\frac{e^{-r_{i, j}}}{r_{i, j}} . \tag{3}
\end{equation*}
$$

The functions $p$ and $q$ are multinomials of all $x_{i, j}$ of order 7 and 3 , respectively, and are constructed to satisfy the permutation symmetry with respect to the five hydrogen atoms. This symmetrization procedure is described in detail in the first section of Appendix A.

As described in detail in the following section most of the data is generated by AIMD calculations. While this approach ensures that the total energy is fixed at a desired value, the data set is highly correlated and so only a fraction of the data is "useful" for the fit. Thus, additional potential energies were obtained using grids in normal coordinates. These grids varied in mathematical dimensionality from 1 to 4 according to procedures adopted in the code multimode. ${ }^{21}$

Finally, the coefficients of the fit were computed by standard least squares fitting using singular value decomposition. ${ }^{22}$ Both the potential energy and the gradients with respect to all six nuclear positions are used in the fit. Gradients have units of hartree/bohr, and in those units, the gradients were weighted by a factor of 0.1 relative to the potential energies, which are in hartrees. It was found empirically that a much larger weighting on the gradients hardly gives a more accurate gradient, but a much smaller weighting loses accuracy on the gradient while gaining at most a factor of 2 in the accuracy of the potential.

Unlike the potential energy, which is a scalar quantity, the dipole moment is a vector quantity. Therefore, it, or, more precisely, its vector components cannot be fit in terms of the internuclear distances. We choose to fit the dipole moment in a manner inspired by plasma kinetic theory, ${ }^{23}$ in terms of reduced tensorial Hermite polynomials of the nuclear Cartesian coordinates. A detailed description of the model used to fit the dipole moment function is given in the second section of Appendix A.

## C. Diffusion Monte Carlo calculations

The DMC studies follow the approach that was originally described by Anderson. ${ }^{24,25}$ In this approach, the ground state wave function of $\mathrm{CH}_{5}^{+}$is represented by an ensemble of walkers; a set of $\delta$ functions, the positions of which are adjusted at each time step in the simulation according to the time-dependent Schrödinger equation, in which $t$ is replaced by $-i \hbar \tau$. Our approach is described in detail elsewhere. ${ }^{26,27}$ Briefly, the solution to the imaginary time, time-dependent Schrödinger equation is obtained through a random walk over a series of small time steps so that
$\Psi(\tau)=e^{-\tau\left(\hat{H}-E_{0}\right)} \Psi(0)=\prod e^{-\Delta \tau(\hat{V}-W)} e^{-\Delta \tau \hat{T}} \Psi(0)$,
where $W=E_{0}$ and in the limit of infinite $\tau, \Psi(\tau)$ becomes the ground state wave function. Operationally, $\Psi(\tau)$ is described by an ensemble of localized wave functions or walkers, each of which has equal weight. At each time step, the position of each walker is adjusted by a $3 N$ dimensional vector $\delta$. The value of each Cartesian component of $\delta$ is taken from a Gauss-random distribution with width in each of the eighteen Cartesian dimensions $\sigma_{i}=\sqrt{\Delta \tau / m_{i}}$ and $m_{i}$ is the mass associated with the $i$ th Cartesian coordinate. ${ }^{24}$ This accounts for the kinetic part of the propagator. The integer part of the $e^{-(\hat{V}-W) \Delta \tau}$ term in the propagator indicates how many walkers will exist at that particular configuration, while the fractional part of this term gives the probability that an additional walker will be introduced at these coordinates. Finally,

$$
\begin{equation*}
W(\tau)=\bar{V}-\alpha \frac{N(\tau)-N(0)}{N(0)} \tag{5}
\end{equation*}
$$

where $\bar{V}$ represents the average value of the potential and $N(\tau)$ gives the number of walkers at time $\tau$. This term ensures that the total number of walkers is roughly constant throughout the simulation. It also provides an approximation to the zero-point energy of the system.

The number of walkers, time step, and value of $\alpha$ were tested to ensure that the results were not sensitive to these choices. We use a time step of 1 a.u. with an ensemble containing 20000 walkers at $t=0$ and $\alpha=0.01$ hartree. The system is allowed to equilibrate for 2000 time steps. Following that, the simulations are run for an additional 40000 time steps. In order to ensure that the wave function has the correct permutation symmetry, at each time step the positions of a randomly chosen pair of hydrogen atoms were exchanged. This is found to have no effect on the calculated energies, within the reported statistical uncertainties. This can be understood through the observation that when all of the walkers are all placed at the same potential minimum, after 50 time steps $30 \%$ of the walkers have moved to other minima, and in the 40000 time steps of the simulation the system has had more than enough time to fully delocalize among the 120 equivalent minima.

At any time in the simulation, the distribution of walkers provides a Monte Carlo sampling for the ground state wave function. In order to obtain probability densities, and from
these distance distribution functions and expectation values, the wave function was sampled after every 2000 time steps and the number of descendents of each walker after 500 additional time steps. ${ }^{28,29}$ This provides the relative magnitude of $|\Psi|^{2}$ at the position of the walker.

Four types of results for the DMC simulations are reported. The first is the zero-point energy. This is obtained by calculating the average value of $W(\tau)$, from Eq. (5) for each of the simulations. The reported values and uncertainties for the zero-point energies are obtained by averaging these results over at least seven independent simulations. The second set of quantities we investigate is the average values and distributions in the HH and CH bond lengths. Due to the high symmetry and low barriers between the 120 minima on the $\mathrm{CH}_{5}^{+}$potential surface, all five CH bonds are, on average, equivalent, as are all ten HH bond lengths. As such, these results reflect the averages over all of these distances. Here the average values, widths, and distributions are obtained using the probably amplitudes obtained from the descendent weighting approach, described above. ${ }^{28-30}$ In other words, these results reflect weighted averages over all of the walkers where the weight is determined by the number of descendents that walker has. The radial distribution functions are obtained by integrating the DMC probability amplitude over all coordinates except the coordinate of interest. Due to the symmetry of $\mathrm{CH}_{5}^{+}$, the DMC distributions will be the same for each of the five $r_{\mathrm{CH}}$ or ten $r_{\mathrm{HH}}$. Operationally, this is achieved by evaluating

$$
\begin{equation*}
P\left(r^{\prime}\right)=\int d V|\Psi|^{2} \delta\left(r-r^{\prime}\right) \tag{6}
\end{equation*}
$$

where $r$ represents either a CH or HH bond length.
The third quantity that is reported is projections of the probability amplitude along the coordinates that correspond to the two isomerization coordinates for this system. In the case of the lower energy saddle point, the motion across this transition state corresponds to a $60^{\circ}$ rotation of the $\mathrm{CH}_{3}^{+}$ group with respect to a torsional axis that connects the center of mass of the $\mathrm{CH}_{3}^{+}$subunit to the carbon atom. The higher energy transition state requires $\mathrm{H}-2$ to flip between $\mathrm{H}-1$ and H-3.

For each configuration of $\mathrm{CH}_{5}^{+}$, obtained from the DMC simulation, the hydrogen atoms are numbered such that $\mathrm{H}-1$ and H-2 form the closest pair. For rotation across the saddle point with $C_{s}$ symmetry, the remaining three hydrogen atoms are numbered arbitrarily and we calculate the rotation of the $\mathrm{CH}-3$ bond around the $z$ axis that is defined to connect the carbon atom to the center of mass of the $\mathrm{H}_{3}$ unit with the $\mathrm{H}-1 ; \mathrm{H}-2$ bond lying parallel to the $x z$ plane. In the equilibrium, one of the three $\mathrm{CH}_{3}$ hydrogen atoms will be in the $x z$ plane and two will be rotated by approximately $60^{\circ}$ out of that plane. For the flip transition, we define $\mathrm{H}-2$ to be the hydrogen atom in the $\mathrm{H}-1$; $\mathrm{H}-2$ pair that is closest to one of the remaining three hydrogen atoms, which is then numbered $\mathrm{H}-3$. The isomerization coordinate is the difference between the $\mathrm{H}-1 ; \mathrm{H}-2$ and the $\mathrm{H}-2 ; \mathrm{H}-3$ distances. As such, at the saddle point this quantity will be zero, while it is $0.43 \AA$ at the equilibrium configuration. Projections of the DMC amplitude on these coordinates are obtained by binning the
walkers according to the values of the isomerization coordinates and summing the probability amplitude in each bin.

The fourth and final quantity that is calculated from the DMC simulations is the vibrationally averaged rotational constants. Since these quantities are generally fit to experiment, there is no model-free operator that can be used to unambiguously calculate these quantities. ${ }^{30-32}$ On the other hand, the average of the three constants will be independent of the model used to evaluate them. As such, we only report the average of the three rotational constants. These are calculated by generating the inverse moment of inertia tensor at each configuration, evaluating the average values of these quantities, as is described above and, finally, diagonalizing the resulting matrix. We performed this analysis using several choices for the embedding of the body-fixed axis system as well as in a space-fixed axis system. All of these gave numerically identical results.

## III. RESULTS AND DISCUSSION

## A. AIMD trajectories and potential and dipole fits

The first AIMD trajectory was run for a total energy of $3000 \mathrm{~cm}^{-1}$, with the initial conditions and ab initio method described above. (This energy was chosen under the assumption that the $\mathrm{CH}_{5}^{+}$dynamics would be ergodic, or nearly so at this energy, especially give the random assignment of initial momenta.) The trajectory was run for 8194 time steps using a time step of 5 a.u., which gave a total propagation time of 991 fs . This number of time steps was both feasible in terms of computer time and sufficiently long to obtain an adequately well-resolved Fourier transform of the dipole correlation function. However, because the main goal in running this trajectory is to utilize the potential and gradient data for a global fit to the PES, we need to have some idea of how much of the 12-dimensional space has been spanned by a single trajectory. Two simple tests were used: (1) visual examination of the trajectory (a movie of the $3000 \mathrm{~cm}^{-1}$ trajectory is available at http://www.emory.edu/CHEMISTRY/ faculty/bowman/) and (2) examination of the dipole correlation function. The animation shows highly fluxional motion, indicating near ergodic-like behavior, and as expected the dipole correlation function showed highly complex behavior (discussed in more detail below). Clearly, $\mathrm{CH}_{5}^{+}$is highly fluxional even for the relatively low energy considered here of $250 \mathrm{~cm}^{-1}$ per degree-of-freedom, and undergoes rapid isomerization. Therefore, the molecule is sampling a large number of distinctly different conformations in phase space.

A histogram of the potential energies sampled by this trajectory is given in Fig. 2. As seen, the data nearly span the entire possible range of potential energies $\left(0-3000 \mathrm{~cm}^{-1}\right)$; however, the most probable value of the potential energy is roughly half the total energy. (Similar results hold for the trajectories run at 1000 and $8000 \mathrm{~cm}^{-1}$.) Therefore, if data were obtained along a single AIMD trajectory, the energy range over which the fit would be applicable would be governed by the total energy of the trajectory. In order to sample energetically distinct regions of the PES, we have run six AIMD trajectories at different total energies, i.e., two trajec-


FIG. 2. Distributions of the potential energy sampled along a single AIMD trajectory with a total energy of $3000 \mathrm{~cm}^{-1}$.
tories at $1000 \mathrm{~cm}^{-1}$ total energy (24580 total time steps), three trajectories at $3000 \mathrm{~cm}^{-1}$ total energy (49 158 total time steps), and one trajectory at $8000 \mathrm{~cm}^{-1}$ total energy (8194 total time steps). The time step was 5 a.u. for the 1000 $\mathrm{cm}^{-1}$ trajectory and 10 a.u. for the 3000 and $8000 \mathrm{~cm}^{-1}$ trajectories. Doing trajectories at different total energies helps to overcome these limitations.

The first potential energy surface we reported ${ }^{13}$ was based upon these AIMD trajectories and, thus, was only accurate to energies up to $8000 \mathrm{~cm}^{-1}$. Since one goal of our overall work on $\mathrm{CH}_{5}^{+}$is to perform various quantum calculations, including the DMC calculations described here, it became clear that the surface had to be extended to regions of configuration space of much higher energy. This was done by adding $7619 a b$ initio energies generated on grids in normal coordinates, as described in Sec. II B. The reference geometry for these coordinates was taken as the $C_{2 \mathrm{v}}$ saddle point.

Using the procedure outlined in Sec. II B a 2303 -term fit was done to the data generated using these six trajectories plus the supplemental grid data. In order to conserve energy along the trajectories, the associated time steps (5 or 10 a.u.) are small. When the time step is small, the potential and gradient data generated at adjacent time steps is highly correlated and, therefore, data from every time step were not used in the fit but rather a subset of the data. For this fit, potential and gradient data from every tenth time step were used from each trajectory. The testing is done against all of the points and the rms fitting error for the potential energy is $51.0 \mathrm{~cm}^{-1}$ for the entire data set. For potential energies less than or equal to $20000 \mathrm{~cm}^{-1}$, the rms fitting error is 17.9 $\mathrm{cm}^{-1}$. As with the initial $3000 \mathrm{~cm}^{-1}$ trajectory, $\mathrm{CH}_{5}^{+}$undergoes complicated dynamical motions both at the higher and the lower energies. A corresponding dipole moment fit was performed using the procedure outlined in Sec. II C. The fit reproduces the ab initio dipole values to within a few percent at worst.

## B. Tests of the fitted PES

While the rms error indicates that the fit is precise, the rms error only tests against the data that has been calculated along the AIMD trajectories or determined on the grid. In this section, we consider other aspects of the surface that were not explicitly included in the fit. Specifically, we test

TABLE I. Comparison of harmonic vibrational frequencies $\left(\mathrm{cm}^{-1}\right)$ of $\mathrm{CH}_{5}^{+}$, at the global minimum $C_{\mathrm{s}}(\mathrm{I})$ geometry, at the $C_{\mathrm{s}}(\mathrm{II})$ transition state geometry, and at the $C_{2 \mathrm{v}}$ transition state geometry, from ab initio calculations and as determined from the PES.

| Mode ${ }^{\text {a }}$ | $C_{\text {s }}(\mathrm{I})$ |  | $C_{\text {s }}($ II) |  | $C_{2 \mathrm{v}}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Ab initio $^{\text {b }}$ | PES ${ }^{\text {c }}$ | Ab initio $^{\text {b }}$ | PES ${ }^{\text {c }}$ | Ab initio ${ }^{\text {b }}$ | PES ${ }^{\text {c }}$ |
| 1 | 3273 | 3274 | 3279 | 3282 | 3284 | 3282 |
| 2 | 3171 | 3167 | 3134 | 3128 | 3168 | 3162 |
| 3 | 3035 | 3028 | 3077 | 3070 | 2910 | 2903 |
| 4 | 2719 | 2713 | 2737 | 2731 | 2747 | 2737 |
| 5 | 2523 | 2519 | 2499 | 2497 | 2682 | 2675 |
| 6 | 1581 | 1577 | 1611 | 1607 | 1476 | 1477 |
| 7 | 1499 | 1498 | 1502 | 1504 | 1456 | 1456 |
| 8 | 1474 | 1476 | 1479 | 1477 | 1411 | 1405 |
| 9 | 1301 | 1314 | 1337 | 1340 | 1320 | 1340 |
| 10 | 1289 | 1289 | 1146 | 1156 | 1252 | 1253 |
| 11 | 749 | 749 | 944 | 941 | 471 | 470 |
| 12 | 245 | 238 | 216 i | 218i | 584i | 592 i |

${ }^{a}$ The normal modes are numbered in order of decreasing frequency.
${ }^{\text {b }}$ Calculated at the cc-pVTZ/MP2 basis set/level of electronic structure theory.
${ }^{\mathrm{c}}$ Calculated from the PES, described in the text.
the accuracy of the fit in predicting several stationary points and associated normal mode frequencies. Also, several simple "cuts" will be taken through the potential and compared with new $a b$ initio data, i.e., data not explicitly included in the fit. In this manner, we hope to characterize the accuracy of the fit in the energy ranges spanned by the trajectories and grids, and the possible extrapolation outside these energy ranges.

We determined the geometries, energies, and normal modes of the three lowest lying stationary points using MP2 with the cc-pVTZ basis set. The structures of these stationary points are given in Fig. 1. These stationary points were also found on the fitted PES and the atom-atom distances agree with the $a b$ initio values to within $0.001 \AA$. The PES and the $a b$ initio energies at the $C_{\mathrm{s}}(\mathrm{II})$ saddle point are 43 and 42 $\mathrm{cm}^{-1}$, respectively, and at the $C_{2 \mathrm{v}}$ saddle point 193 and 190 $\mathrm{cm}^{-1}$, respectively. The normal frequencies at the stationary points are given in Table I, where excellent agreement is seen.

In order to examine the accuracy of the fit at higher energies, we have considered several "cuts" through the PES. The energies computed along these cuts are compared with newly computed ab initio values that were not explicitly included in the fit. The first cut we considered is a rigid rotation of the $\mathrm{H}_{2}$ moiety at the global minimum around the bisector axis of the HCH bond angle $\theta$, with the other degrees of freedom fixed at the minimum values. Figure 3(a) shows the potential energy, relative to the global minimum energy, computed on the PES and from new ab initio calculations as the $\mathrm{H}_{2}$ is rotated. As seen the maximum occurs at $90^{\circ}$ and the PES energies are very close to the $a b$ initio ones; the relative error does not exceed $20 \mathrm{~cm}^{-1}$. If we let the $\mathrm{CH}_{3}^{+}$ bond angles relax, keeping all bond lengths fixed, the energy at $\theta=90^{\circ}$ is reduced to approximately $200 \mathrm{~cm}^{-1}$ above the global $C_{\mathrm{s}}(\mathrm{I})$ minimum.

The second cut that we have considered involves the distance between the $\mathrm{H}_{2}$ center of mass and the carbon atom,




FIG. 3. Plot of the potential energy as a function of (a) the rotation of the $\mathrm{H}_{2}$ fragment by an angle $\theta$ about the $R_{\mathrm{C}-\mathrm{H}_{2}}$ axis, (b) the distance $R_{\mathrm{C}-\mathrm{H}_{2}}$ between the center-of-mass of the $\mathrm{H}_{2}$ fragment and the carbon atom, and (c) the internal stretching distance of $\mathrm{H}_{2}$. In all cases the PES fit is plotted with a solid line and independent ab initio data, which were not included in the original fit, are plotted with (O).
starting at the $C_{\mathrm{s}}(\mathrm{I})$ global minimum. Here, $\mathrm{H}_{2}$ is moved along the axis that bisects the HCH bond angle, with all of the other degrees of freedom fixed at their equilibrium values. Figure 3(b) shows the comparison of the PES and newly computed ab initio energies as a function of this $R_{\mathrm{C}-\mathrm{H}_{2}}$ separation coordinate. Below $13000 \mathrm{~cm}^{-1}$, the potential energies on the fit and the $a b$ initio ones are indistinguishable on the scale of the figure and the relative error between the fits and the $a b$ initio results does not exceed $300 \mathrm{~cm}^{-1}$ in this region ( $1.5<R_{\mathrm{C}-\mathrm{H}_{2}}<3.25$ ). Not surprisingly, the energies on the fit begin to deviate from the $a b$ initio ones for energies greater than $13000 \mathrm{~cm}^{-1}$ since limited data at these energies have been incorporated into the fits. However, even up to 15000 $\mathrm{cm}^{-1}$, the extrapolation is quite reasonable.

The final cut involves the $\mathrm{H}_{2}$ bond length $R_{\mathrm{H}_{2}}$, with all other geometrical parameters fixed at their values at the $C_{\mathrm{s}}(\mathrm{I})$ global minimum. The comparison between the PES and newly calculated $a b$ initio energies is shown in Fig. 3(c). The PES reproduces the new $a b$ initio data with energies up to $25000 \mathrm{~cm}^{-1}$ to within $50 \mathrm{~cm}^{-1}$; this maximum energy is far above any of the data used in obtaining the fit.

The tests of the fit based on the comparisons with new $a b$ initio data, including normal mode analyses at three stationary points and to potential comparisons of three cuts through the full 12-dimensional PES, indicate that the interpolation and to a lesser extent the extrapolation accuracy of the fit appear to be excellent. Additionally, more global tests of the fits come from running dynamics on the fit. We have run numerous classical trajectories on the fit at a variety of total energies; these calculations as well as DMC calculations indicate that the PES does not contain any "pitfalls," i.e., the trajectories do not exhibit any strange discontinuities or divergences and the DMC walkers do not fall into any holes on the surface. In the following section, the results for two (low-energy) trajectories are briefly discussed.

## C. Low-energy classical dynamics

One obvious advantage of a fit versus a strictly directdynamics approach is the ability to run many trajectories and/or to run each trajectory for essentially arbitrarily long times. Using the fit potential and the corresponding fit dipole moment function, we have obtained the dipole correlation functions, described above, at two different total energies: 100 and $1000 \mathrm{~cm}^{-1}$. The trajectories were initiated at the $C_{\mathrm{s}}(\mathrm{I})$ global minimum and the initial momenta were obtained as discussed in Sec. II A. The trajectories were integrated for 900000 time steps of 5 a.u. (total time of approximately 105 ps). (To obtain these plots from AIMD trajectories of the same length, would require 147 h , assuming 1 s per ab initio calculation of potential and gradient or 1 year, assuming 1 min per $a b$ initio calculation of potential and gradient.)

The dipole correlation functions are shown in Fig. 4. At the lower energy, the value of the dipole correlation function oscillates slightly about the value 0.525 a.u. which is approximately the value at $t=0.0$. The picture becomes more complicated even at $1000 \mathrm{~cm}^{-1}$. At this energy the system samples the fully available range from -0.525 to +0.525 a.u., while, over time scales of $1-5 \mathrm{ps}$, the range of the


FIG. 4. Classical dipole correlation function for a single trajectory on the fit with total energies of (a) $100 \mathrm{~cm}^{-1}$ and (b) $1000 \mathrm{~cm}^{-1}$.
fluctuations are much narrower, usually on the order of 0.20 a.u.. Since the trajectories are run at zero total angular momentum, the reorientation of the dipole moment reflects the fact that in all but the lowest energy simulation $\mathrm{CH}_{5}^{+}$is sampling multiple minima on the potential energy surface. The fact that the value of the dipole moment remains nearly constant over shorter times, even for the $1000 \mathrm{~cm}^{-1}$ trajectory, is an indication that the ion remains trapped in one or a small subset of minima over these time scales. Other measures of the localization of the dynamics, for example, the time evolution of the HH distances, further confirm these conclusions. These results are also in qualitative agreement with the previous Car-Parinello dynamics studies, ${ }^{3,10-12}$ which determined the floppy nature of the $\mathrm{CH}_{5}^{+}$species. However, with potential energy surface and dipole moment fits, we can examine the dynamics in depth classically and, we can study them using more rigorous semiclassical and quantum mechanical methods; as done in the following sections, where we discuss and compare DMC calculations to classical results.

## D. DMC results

The information that is immediately accessible by DMC is the zero-point energy of the system. As the classical dy-
namics, discussed above, indicates, even at $1000 \mathrm{~cm}^{-1}$ a classical description of this cation shows that it samples all of the available isomers over relatively short times. This energy is small compared to the harmonic zero-point energy of $11421 \mathrm{~cm}^{-1}$, calculated from the frequencies reported in Table I. Deuteration lowers this value to $8334 \mathrm{~cm}^{-1}$, but still this is well above the $1000 \mathrm{~cm}^{-1}$ at which the classical trajectories were run. Based on the fact that the classical system is able to sample all 120 equivalent minima it is anticipated that the system will be highly anharmonic and delocalized, even in its vibrational ground state. This is borne out in the zero-point energy, calculated using DMC. For $\mathrm{CH}_{5}^{+}$, the anharmonic zero-point energy is $10975(5) \mathrm{cm}^{-1}$ or $4 \%$ below the harmonic value. For $\mathrm{CD}_{5}^{+}$, the zero-point energy is lowered by $3 \%$ to $8080(5) \mathrm{cm}^{-1}$. In both cases, the number in parentheses represents the uncertainty in the DMC energy. In the case of $\mathrm{CH}_{5}^{+}$, recent semiclassical calculations of the zero-point energy by Kaledin et al. ${ }^{33}$ yield a value of 10973 $\mathrm{cm}^{-1}$, using the same surface, which is in excellent agreement with the value obtained by DMC.

While the zero-point energy provides an indication into the degree of delocalization and anharmonicity of $\mathrm{CH}_{5}^{+}$, these effects can be seen even more clearly through an analysis of the distributions of the CH and HH distances. In the $C_{\mathrm{s}}(\mathrm{I})$ stationary point configuration, the five CH distances and ten HH distances have the values, plotted with vertical lines in Fig. 5. Since, in a harmonic oscillator (HO) treatment, the potential is expanded about one of the 120 equivalent minima, the five hydrogen atoms are distinguishable. In contrast, for the zero-point quantum level or a classical trajectory run at that energy, the system samples all 120 minima and all of the hydrogen atoms are, on average, equivalent. As such, we focus this discussion on the overall CH and HH distance distributions, where these can be thought of as the average of the five or ten distributions from the harmonic analysis or the distribution for one of the CH or HH distances obtained from the DMC or molecular dynamics (MD) simulations. These are plotted in Fig. 5, while the average value and widths of the distributions are reported in Table II.

In the case of the CH distance distribution, taking just the equilibrium values, the average value is $1.13 \AA$ and the standard deviation is $0.05 \AA$. As such, roughly half of the width reflects the range of CH distances in the cation, while the rest reflects the zero point amplitude of the CH stretch vibrations. The DMC and harmonic distributions are very similar, while the classical one is shifted to shorter distances and is slightly narrowed. The similarity between the harmonic and DMC distributions is consistent with the fact that the large amplitude motion required for $\mathrm{CH}_{5}^{+}$to sample the 120 potential minima reflects motions along coordinates that are orthogonal to the CH stretches. The shift between the MD and quantum distributions reflects the ability of the wave function to sample regions of the potential that are inaccessible in the classical description.

The HH distributions show a similar story. Taking only the distribution of the equilibrium values of the ten HH distances, the average value is $1.712 \AA$ while the width of the distribution is $0.308 \AA$. In this case, this factor alone accounts for the widths of the distributions reported in Table II.


FIG. 5. Projections of the DMC (solid line), HO (dashed line), and MD (dotted line) distributions onto (a) the CH distance and (b) HH distance coordinates. In both plots, the vertical lines provide the values of these distances at the minimum energy configuration, while the length of these lines provides a measure of the number of distances that have that value.

Comparing the quantum and classical distributions shows a shoulder stretching from 0.7 to $1.3 \AA$ and a larger peak centered at $1.8 \AA$. These distributions are consistent with the picture that was obtained from the lower energy classical trajectories, one of the HH distances is, on average, much smaller than the remaining nine ones.

TABLE II. Comparison of the zero-point energies, average CH and HH distances and widths obtained from DMC ground state calculations, the MD simulations at the DMC zero-point energy and a harmonic analysis.

| Ion <br> method | $\mathrm{CH}_{5}^{+}$ <br> DMC | $\mathrm{CH}_{5}^{+}$ <br> MD | $\mathrm{CH}_{5}^{+}$ <br> HO | $\mathrm{CD}_{5}^{+}$ <br> DMC | $\mathrm{CD}_{5}^{+}$ <br> MD | $\mathrm{CD}_{5}^{+}$ <br> HO |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ZPE} / \mathrm{cm}^{-1 \mathrm{a}}$ | $10975(5)$ |  | 11421 | $8080(5)$ |  | 8334 |
| $\left\langle r_{\mathrm{CH}}\right\rangle / \AA$ | 1.147 | 1.146 | 1.142 | 1.143 | 1.140 | 1.138 |
| Width $/ \AA^{\mathrm{b}}$ | 0.091 | 0.085 | 0.095 | 0.082 | 0.074 | 0.084 |
| $\left\langle r_{\mathrm{HH}} / \AA \mathrm{A} / \mathrm{i}\right.$ | 1.746 | 1.738 | 1.730 | 1.738 | 1.732 | 1.725 |
| Width $/ \AA^{\mathrm{b}}$ | 0.309 | 0.309 | 0.315 | 0.306 | 0.304 | 0.309 |

${ }^{\text {a }}$ The number in parentheses, following the DMC result, represents one standard deviation, based on at least five independent simulations.
${ }^{\mathrm{b}}$ The width provides the width of the distribution of HH or CH distances.


FIG. 6. Projections of the probability distributions onto (a) the flip isomerization and (b) the rotation isomerization coordinates, described in the text. In all cases, the thick solid line provides the results of the DMC ground state, the dashed line is obtained from the harmonic ground state, while the dotted distribution is obtained from the MD simulation. The equilibrium value of the coordinates are shown with thin vertical lines. The saddle points are located at $r_{1,2}-r_{2,3}=0$ in (a) and half way between the minimum energy values in (b).

A third way to analyze the degree of localization of the wave function is to ask what fraction of the amplitude is located in each of the 120 equivalent minima. In the case of the DMC and MD results, the distribution has equal amplitude in each of the minima, whereas the harmonic ground state only has $75 \%$ of its amplitude in the minimum around which it is expanded and more than $99 \%$ of the amplitude is in either this minimum or the three minima that are connected to it through the $C_{2 \mathrm{v}}$ and $C_{\mathrm{s}}$ (II) transition states.

The above results imply that the system is fairly well localized along some of the coordinates, but in order for the quantum mechanical ground state to sample all 120 minima it must be delocalized along others. To further characterize and compare this delocalization, we project the DMC, HO, and MD distributions onto the two coordinates that correspond the two low-energy isomerization pathways. These are plotted in Fig. 6. In the case of the flip-isomerization coordinate, which corresponds to transitions over the $C_{2 \mathrm{v}}$ transition state, the equilibrium geometry corresponds to a value of $0.42 \AA$. Since the harmonic description is based on an expansion about one of the minima, this distribution is maxi-
mized at the equilibrium configuration, but contains substantial amplitude at the $C_{2 v}$ saddle point. In contrast the MD and DMC distributions are flat between the transition state and the equilibrium configuration. The second isomerization coordinate corresponds to sixfold rotation of the $\mathrm{CH}_{3}^{+}$and $\mathrm{H}_{2}$ subgroups. The minimum energy configurations correspond to angles of $0^{\circ}, \pm 60^{\circ}, \pm 120^{\circ}$, and $180^{\circ}$, while the intermediate angles correspond to the $C_{\mathrm{s}}(\mathrm{II})$ transition state. The harmonic distribution is peaked at $0^{\circ}$, while the classical and DMC distributions each have six peaks. Interestingly these peaks are located at the $C_{\mathrm{s}}(\mathrm{II})$ saddle points rather than at the $C_{\mathrm{s}}(\mathrm{I})$ minimum energy configuration.

Clearly there are differences between the localized HO description and the delocalized MD and DMC descriptions. One major difference, based on the transition state projections presented above, is that in both the DMC and MD descriptions the system is more likely to be found in configurations near the transition states than the minimum energy geometries, as necessarily predicted by the HO description. To understand these unusual features, we turn to the harmonic analysis at the various stationary points. When we add the corresponding zero-point energies to the energies at the three stationary points reported in Table I, we find that the $C_{\mathrm{s}}$ (II) saddle point is $10.6 \mathrm{~cm}^{-1}$ below the $C_{\mathrm{s}}(\mathrm{I})$ minimum and the $C_{2 \mathrm{v}}$ saddle point is $150.6 \mathrm{~cm}^{-1}$ below the $C_{\mathrm{s}}(\mathrm{I})$ minimum. Although these numbers will shift when anharmonicity is included, the picture is consistent with the plots in Fig. 6. To further verify this trend, we calculated the distributions and energies for $\mathrm{CD}_{5}^{+}$and $\mathrm{CT}_{5}^{+}$as a function of $\phi$. For these isotopomers, the $C_{\mathrm{s}}(\mathrm{II})$ saddle point is 3.4 and $10.2 \mathrm{~cm}^{-1}$, respectively, above the $C_{\mathrm{s}}(\mathrm{I})$ minimum when harmonic zeropoint energies are taken into account. The corresponding distributions are plotted in Fig. 7. Increasing the mass of hydrogen has virtually no effect on the MD distributions, as expected, since zero-point effects are absent in MD simulations. By contrast the peaks in the DMC distributions shift from being at the position of the $C_{\mathrm{s}}(\mathrm{II})$ saddle point, for $\mathrm{CH}_{5}^{+}$, to at the position of the $C_{\mathrm{s}}(\mathrm{I})$ saddle points for $\mathrm{CT}_{5}^{+}$, as expected based on zero-point arguments.

Finally, we consider the vibrationally averaged rotational constants. As stated above, there is no unambiguous definition of these quantities in terms of expectation values of operators since they are parameters in an effective Hamiltonian to which experimental rotation-vibration transitions are fit. If we consider the equilibrium structure of the ion, the three rotational constants are distinct, as seen in Table III, and the range of the values is roughly $20 \%$ of the average rotational constant. This reflects the $C_{\mathrm{s}}$ symmetry of the equilibrium configuration. On the other hand, the system undergoes large amplitude vibrational motions, even in its vibrational ground state. Given the very large amplitude motion along the isomerization coordinates, displayed in the plots in Fig. 6, we anticipate that the molecule will be a spherical top, although the vibrational angular momentum resulting from, in particular, the large amplitude motion along the sixfold torsional potential may lead to effective constants that appear distinct. As such, we only report the average of the three rotational constants, obtained for $\mathrm{CH}_{5}^{+}$ and its isotopically substituted analogs. It is interesting to


FIG. 7. Projections of the probability distributions onto the rotation isomerization coordinate for $\mathrm{CH}_{5}^{+}$(solid line), $\mathrm{CD}_{5}^{+}$(dashed line), and $\mathrm{CT}_{5}^{+}$(dotted line), obtained from the (a) DMC and (b) MD distributions, as described in the text.
note that when we perform the above analysis on the classical distribution of configurations, obtained by running the trajectory at the zero-point energy of the system, we obtain averaged rotational constants that are nearly identical to the reported DMC values. As these values will be sensitive to the energy at which the trajectory is run, while the classical and DMC results are similar for the same energy, knowing the energy at which the MD needs to be run requires a quantum mechanical treatment.

## IV. SUMMARY AND CONCLUSIONS

In this paper we presented a procedure to use $a b$ initio potential and gradient data generated from direct dynamics

TABLE III. Comparison of the rotational constants (in $\mathrm{cm}^{-1}$ ), calculated from the lowest energy structure of $\mathrm{CH}_{5}^{+}$and those obtained by averaging the constants over the ground state wave function and classical distributions, described in the text.

| Ion | $A_{e}$ | $B_{e}$ | $C_{e}$ | $\mathrm{EQ}^{\mathrm{a}}$ | $\mathrm{DMC}^{\mathrm{a}}$ | $\mathrm{MD}^{\mathrm{a}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CH}_{5}^{+}$ | 4.46 | 3.91 | 3.71 | 4.03 | 3.91 | 3.93 |
| $\mathrm{CD}_{5}^{+}$ | 2.23 | 1.97 | 1.87 | 2.02 | 1.98 | 2.00 |
| $\mathrm{CT}_{5}^{+}$ | 1.49 | 1.33 | 1.26 | 1.36 | 1.34 | 1.34 |

[^1]calculations run at several energies to obtain a fitted potential energy surface. The dipole moment was also obtained and fit. A key aspect of the approach, which made it both feasible and highly accurate for the challenging fluxional ion $\mathrm{CH}_{5}^{+}$, was that the polynomial basis used in the fit incorporates the full permutational symmetry of the system. The resulting PES was tested against the original $a b$ initio data set and against new ab initio data calculated along selected "cuts" of the potential, and the agreement is excellent in both cases. We also learned that only a fraction of the data from direct dynamics need be used in fitting, because data from adjacent time steps is too similar to be effectively used in a fit. This suggests a strategy where a fit based on a low-level method is used to generate configurations for higher level ab initio calculations to be used in a final fit. We are investigating this in new applications of this approach.

The PES was used in DMC, classical MD, and standard HO calculations of the nuclear dynamics. The classical dipole correlation function was obtained at two energies. At very low energy the small amplitude oscillations of this function illustrated highly localized motion of $\mathrm{CH}_{5}^{+}$about a single minimum, while at a higher energy, the system clearly displayed highly fluxional motion over many minima. The DMC calculations focused on the zero-point energy and properties of $\mathrm{CH}_{5}^{+}$with some analysis also for $\mathrm{CD}_{5}^{+}$and $\mathrm{CT}_{5}^{+}$. Comparisons were made with MD results run at the corresponding quantum zero-point energies. Both calculations find that $\mathrm{CH}_{5}^{+}$samples all 120 equivalent minima and yield very similar CH and HH distance distributions for $\mathrm{CH}_{5}^{+}$. However, when we consider projections of the distributions along other coordinates, specifically those associated with the two types of motions that are needed to go across the $C_{\mathrm{s}}(\mathrm{II})$ or $C_{2 \mathrm{v}}$ saddle points, differences in localization emerge between the rigorous DMC and approximate MD pictures. These differences were rationalized by a simple harmonic analysis of the effective barriers at the minimum and these saddle points demonstrating the importance of quantum effects for this system.

While the results of the classical and DMC studies provide insight into the dynamics and spectrum, there are of course limitations. For example, the present DMC calculations are limited to the structure and properties at the zeropoint energy. An investigation of the vibrational structure and spectroscopy will require a method for calculating the quantum excited state energies and wave functions. The high dimensionality and highly fluxional behavior of $\mathrm{CH}_{5}^{+}$makes basis set calculations extremely challenging while DMC, being primarily a ground state method, is not particularly efficient for calculating many vibrationally excited states. Future studies will address this, albeit with some approximations. For example, we are applying the code MULTimode, ${ }^{21}$ in both its conventional single reference and "reaction path" versions, to obtain the zero-point and excited states. We are also investigating several "fixed-node" DMC approaches to obtain excited states, and we are continuing to investigate the structure of mixed isotopomers of the $\mathrm{CH}_{5}^{+}$system for which we find that the system becomes much less delocalized. ${ }^{15}$
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## APPENDIX A: POTENTIAL AND DIPOLE MOMENT SURFACES

## 1. Potential fit

In our earlier paper ${ }^{13}$ we represented the potential as a polynomial in the inverse internuclear distances, $V=p(x)$, in which the 15 -component vector $x$ is given by $x_{i, j}=1 / r_{i, j}$, where $r_{i, j}$ is the distance between nuclei $i$ and $j$ with indices $i$ and $j$ in $\{0, \ldots, 5\}$ and $i<j$. An index value of 0 denotes the carbon nucleus and index values of $1-5$ refer to the hydrogen nuclei. Representing the potential as a function of internuclear distances immediately assures that it is invariant under the point group operations: translations, rotations, and reflections. Furthermore, the coefficients of the polynomial were constrained to obtain complete permutational symmetry among the five hydrogen nuclei.

That representation as a polynomial in the inverse distances was chosen because it allows the correct behavior, $V$ $\rightarrow$ const. as some $r_{i, j} \rightarrow \infty$, but the fitted potential could not be very accurate in the higher energy regions where some distance $r_{i, j}$ becomes small. In the present work we are interested in higher energies than employed in Ref. 13, but still below the dissociation energy, and so we modified the form of the fit.

We now employ two kinds of terms. The first term is a polynomial $p(x)$, but now we use $x_{i, j}=\ln \left(r_{i, j}\right)$ instead of the inverse distance. In addition there is a second set of terms of the form $q_{i, j}(x) y_{i, j}$; one such term for each $i, j$ pair. Here, the $q_{i, j}$ are polynomials in $x$ and the multiplying factor is $y_{i, j}=\exp \left(-r_{i, j}\right) / r_{i, j}$; these additional terms are introduced to allow a representation of the strong repulsion at small $r_{i, j}$. So,

$$
\begin{equation*}
V=p(x)+\sum_{i<j} q_{i, j}(x) y_{i, j} \tag{A1}
\end{equation*}
$$

We have used a seventh degree polynomial for $p$ and third degree polynomials for the $q_{i, j}$, again with coefficients restricted so that $V$ is completely symmetric with respect to permutations among the H nuclei. Most of the algorithmic complexity is in specifying the approximation space for the polynomial $p$.

The problem of specifying a basis of the space of polynomials invariant under some permutation symmetry belongs to computational invariant theory and specifically the theory of invariants of finite groups. For our implementation we relied heavily on the exposition of computational invariant
theory by Derksen and Kemper ${ }^{34}$ and we also made use of the procedures for invariant computation ${ }^{35}$ in the Magma computer algebra system. ${ }^{36}$

For the present problem we require a basis, truncated at some degree, for polynomials of $x$ that are invariant under the symmetric group $\operatorname{Sym}(5)$ acting on the 15 -dimensional space of $x$ by a certain permutation of the variables, which we now describe. Let $\sigma \in \operatorname{Sym}(5)$ and let it act on the index set $\{0, \ldots, 5\}$ by permuting the five hydrogenic indices $\{1, \ldots, 5\}$ and leaving the carbon index 0 unchanged. Then $\sigma$ acts on the components of our 15 -element vector $x$ by $\sigma: x \rightarrow x^{\prime}$, where $x_{k, l}=x_{i, j}$ for all index pairs $(i, j)$; here $k$ $=\min [\sigma(i), \sigma(j)]$ and $l=\max [\sigma(i), \sigma(j)]$. This is not the natural representation of $\operatorname{Sym}(5)$ and the basis has to be obtained computationally.

A Magma computation gives very quickly, by way of the Hilbert Series, the dimension of the relevant space of invariant polynomials at each degree: There is one independent invariant polynomial at degree 0 , two independent invariant polynomials at degree 1 , and then $7,22,69,198,550$, and 1441 invariant polynomials, respectively, at degrees 2-7. The total dimension of the approximation space at polynomial degree up to 7 is therefore 2290 .

At the time that we set up the polynomial fit for the present studies we were not able to obtain the complete basis of the space of invariant polynomials at degree 7-we had the basis up to degree 6 , and at degree 7 we had only those basis polynomials that could be expressed as product of basis elements used at lower degree-and the results reported in this paper were obtained using a basis of size 2239 for the invariant polynomials up to degree 7 rather than the complete basis of size 2290. Meanwhile a new release of Magma (Version 2.10-19) containing improved algorithms for invariant computation makes it easy to compute the complete basis. The code for our latest $\mathrm{CH}_{5}^{+}$fitted potential is available from the authors.

## 2. Model for the dipole moment

The dipole moment is a vector quantity and so it cannot be represented as a function of just the (scalar) internuclear distances. Instead we represent the dipole moment in a manner inspired by plasma kinetic theory, ${ }^{23}$ in terms of reduced tensorial Hermite polynomials of the nuclear coordinates. We only carried this through to low order, and describe it here only as it was applied to $\mathrm{CH}_{5}^{+}$. In the present work all coordinates are in the center of mass frame and the dipole moment is defined with respect to the center of mass.

Let $\mathbf{r}(0)$ be the location of the carbon nucleus and $\mathbf{r}(1)-$ $\mathbf{r}(5)$ the locations of the hydrogen nuclei. Let

$$
\begin{equation*}
\mathbf{u}=\frac{1}{5} \sum_{i=1}^{5} \mathbf{r}(i) \tag{A2}
\end{equation*}
$$

and then

$$
\begin{equation*}
\mathbf{D}=\sum_{i=1}^{5}(\mathbf{r}(i)-\mathbf{u})(\mathbf{r}(i)-\mathbf{u})^{T} \tag{A3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{q}=\frac{1}{5} \sum_{i=1}^{5}\|\mathbf{r}(i)-\mathbf{u}\|^{2}(\mathbf{r}(i)-\mathbf{u}) \tag{A4}
\end{equation*}
$$

$\mathbf{u}$ and $\mathbf{q}$ are vectors in $\mathbf{r}^{3}$ and $\mathbf{D}$ is a tensor or matrix. (In the language of kinetic theory, $\mathbf{u}$ would be a velocity, $\mathbf{D}$ a pressure tensor, and $\mathbf{q}$ a heat flux vector. We will not make further use of that analogy.) Let $d_{0}=\operatorname{Trace} \mathbf{D}$ and let $\mathbf{E}=\mathbf{D}$ $-d_{0} / 3 \mathbf{I}$, where $\mathbf{I}$ is the unit matrix. Finally let $s=5\|\mathbf{u}\|^{2}$ $+d_{0}$. As basis functions for approximation of the dipole moment we take now the following five quantities, viewed as vector functions of the nuclear coordinates $\mathbf{r}(0), \ldots, \mathbf{r}(5)$ :

$$
\begin{align*}
& \mathbf{f}_{0}=\frac{\mathbf{u}}{s}  \tag{A5}\\
& \mathbf{f}_{1}=\frac{5\|\mathbf{u}\|^{2} \mathbf{u}}{s}  \tag{A6}\\
& \mathbf{f}_{2}=\frac{d_{0} \mathbf{u}}{s}  \tag{A7}\\
& \mathbf{f}_{3}=\frac{\mathbf{E} \cdot \mathbf{u}}{s} \tag{A8}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{f}_{4}=\frac{\mathbf{q}}{s} \tag{A9}
\end{equation*}
$$
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